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Experiments
§Datasets

Ø CoNLL-2003 dataset is treated as high-resource (i.e. source) in our experiments.
Ø CoNLL-2002 datasets as the low-resource (i.e. target) data for cross-language transfer

settings.
Ø WNUT-2016/2017 datasets as the low-resource (i.e. target) data for cross-domain

transfer settings.

§ Comparison with State-of-the-Art Results

§ Transfer Learning Performance

1. DATNet-F outperforms DATNet-P on cross-language transfer when the target resource is
extremely low, however, this situation is reversed when the target dataset size is large
enough (e.g., more than 100 sentences);

2. DATNet-F is generally superior to DATNet-P on cross-domain transfer.

§ Feature Visualization

The visualization of extracted features from shared bidirectional-LSTM layer. GRAD
makes the distribution of extracted features from the source and target datasets much
more similar by considering the data imbalance, which indicates that the outputs of
BiLSTM are resource-invariant.

§ Effects of Different Components

1. GRAD shows the stable superiority over the normal AD regardless of other
components.

2. The DATNet-P architecture is more suitable to cross-language transfer whereas
DATNet-F is more suitable to cross-domain transfer.

• CoNLL-2003 English examples
• CoNLL-2002 Spanish examples

Motivation
q Deep learning based methods for named entity recognition usually require mass of

training data for better generalization abilities.
q When annotated corpus is small, those methods degrade significantly, since hidden

features cannot be learned adequately. Transfer learning is a way to overcome such
obstacle by borrowing knowledge from other resources.

q Although the existing transfer-based methods show promising performance in low-
resource settings. There are two issues deserved to be further investigated on:
Ø Representation Difference: They did not consider the representation difference

across source and target and enforced them to be shared across languages/domains.
Ø Resource Data Imbalance: the training size of high-resource is usually much

larger than the of low-resource.
Almost all existing methods neglect the difference in their models, thus resulting in poor
generalization.

v To consider the resource representation difference issue, we introduce two variants of
DATNet, termed DATNet-P and DATNet-F.
v DATNet-F: all the units of BiLSTM are shared by both resources.
v DATNet-P: BiLSTM units are decomposed into shared component and the

resource related one.
v To handle the resource data imbalance issue, we propose General Resource-

Adversarial Discriminator (GRAD) to impose the resource weight to pay more
attention to low-resource and hard samples.

Generalized Resource-Adversarial Discriminator (GRAD):
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where 𝑟) is a scalar, 𝐼)∈%,, 𝐼)∈%7 are the identity functions to denote whether 𝑟) is from
high- or low-resources.
𝛼 is a weighting factor to balance the loss contribution from high and low resource.
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2) controls the loss contribution from individual samples by measuring the
discrepancy between prediction and true label (easy samples have smaller contribution).
𝛾 is a factor that smoothly adjusts the rate at which easy examples are down-weighted.

Approach

Conclusion
In this paper we develop a transfer learning model DATNet for low-resource NER,
which aims at addressing representation difference and resource data imbalance
problems. We introduce two variants, DATNet-F and DATNet-P, which can be chosen
according to cross-language/domain user case and target dataset size. To improve
model generalization, we propose dual adversarial learning strategies, i.e., AT and
GRAD. Extensive experiments show the superiority of DATNet over existing models
and it achieves significant improvements on CoNLL and WNUT NER benchmark
datasets.
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