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GDPNet: Refining Latent Multi-View Graph for Relation Extraction

Introduction
• Given two entities and a piece of text where the two entities are mentioned, the task of relation extraction (RE) is to predict the 

semantic relation between the two entities. The types of semantic relations are predefined. 

• When the given piece of text is long, not all words contribute to the relation prediction, but it is also challenging to identify 
indicative words for the prediction. 

• The proposed GDPNet model constructs latent multi-view graph of tokens and refines the graph for effective RE. 
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• There are three key components: BERT module, graph module, and SoftMax classifier:
(a) BERT module encodes tokens into the corresponding feature representations.
(b) Graph module takes in token representations from BERT and constructs a multi-view graph with a Gaussian 

Graph Generator (GGG).
(c) The graph is refined through multiple interactions of graph convolution and DTWPool.
(d) Finally, the refined latent graph is fed into a SoftMax classifier to predict relation type.
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• We propose a Gaussian Graph Generator (GGG) to initialize edges for latent multi-view graph by measuring KL divergence 
between different Gaussian distributions of tokens. 

• We propose a graph pooling method, DTWPool, to refine the latent multi-view graph learned from text sequence, with a 
flexible pooling ratio. To the best of our knowledge, this is the first work on multi-view graph pooling.

• We combine GGG and DTWPool to form the GDPNet, and evaluate GDPNet on two benchmark datasets for RE. 
Experimental results demonstrate the effectiveness of GDPNet against SoTA baselines.

Contribution

Dialogue-level RE on DialogRE dataset.

Methodology

Experiments
Sentence-level RE on TACRED datasets.


