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Experiment Results
• Although translate-train mitigate the gap of unseen 

target languages, translated text, i.e., translationese, 
brings another gap into the model.

• We make a hypothesis that the originals-
translationese gap in English can be generalized to 
other languages.

• To demonstrate it, we train a classifier to distinguish 
two types of data using English data and directly 
apply on other languages.

Motivation

Reference

• We build on top of XLM-R and propose a originals-to-
translationese projection to map the originals and 
translationese into the same space.

• Originals-to-translationese projection contains a self-
attention layer and a feed-forward layer for originals 
data and no operation for translationese data.

• Translationese of English is generated to further 
enhance the originals-to-translationese projection.

Our Approach
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Solution Architecture

• We expose the drawback caused by translationese in 
translate-train and demonstrate that the pattern of 
translationese is transferrable.

• We propose a simple mapping method learned on 
English to mitigate the translationese artifacts. 

Conclusions

• Methods considering the gap between translationese 
and originals perform better.

• Our method surpasses strong baselines.

• The improvement of our method is not caused by 
additional parameters or data.

• TOP still mitigates the artifacts, but OTP obtaining 
better performance.

• Our loss function and architecture are more effective.

• Pivot languages from Indo-European family are 
superior to that from other language families.


