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DATNet: Background

Named entity recognition, also known as NER, classifies named entities that are present in a text into pre-defined
categories like person, organization, location, dates, etc.

NER is challenging and detects not only the type of named entity, but also the entity boundaries, which requires
deep understanding of contextual semantics to disambiguate the different entity types of same tokens.
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DATNet: Background

o * Conditional Random Field (CRF), Support Vector Machine (SVM), Perceptron, etc.
UEEIROREIRVEGLIE . Hand-craft features by expertise.
for NER

» Drawbacks: require a lot of domain-knowledge to design features.

* Deep Neural Nets (DNN), Convolutional Nets (CNN), Recurrent Nets (RNN), etc.
Deep Learning * Requires little feature engineering and domain knowledge.

for NER
» Limitations: mass of data is required for better generalization ability.

Transfer Learning * When annotated corpora is small, NN-based methods degrade significantly, since
hidden features cannot be learned adequately.

* Transfer learning is a way to overcome such obstacle by borrowing knowledge
from other resources.
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DATNet: Background

Although the existing transfer-based methods show promising performance in
low-resource settings. There are two issues deserved to be further investigated
on:

1. Representation Difference: They did not consider the representation
difference across source and target in different scenarios (Cross-
languages/domains).

2. Resource Data Imbalance: the training size of high-resource is usually much
larger than that of low-resource.

Most existing methods ignore the above two issues in their models, thus
resulting in poor generalization.

The Dual Adversarial Transfer Nets (DATNet) is proposed to
solve these two issues.

Agency for
Science, Technology

and Research
SINGAPORE

.O

O &

08}0 [}

X} ®_0o
OD [€) '.>

@1 o9 .8 [} ]

[ J

Representation difference
. @
kél
@ ® :
® ©o o P

O

® e @

@ PO

) @
&}

Resource Data Imbalance



Representation Difference

GRAD

Source CRF Layer ‘ ‘ Self-Attention ‘ ’ Target CRF Laycr‘

Partially Share (DATNet-P) and Fully Share (DATNet-F) * *

I Source Bi-LSTM ’ Shared Bi-LSTM Target Bi-LSTM

DATNet-P decomposes the BiLSTM units into the shared component and the private
one.

‘ Source Word Emb ‘ ‘ Shared Char CNN ‘ [ Target Word Emb ‘
©

Shared Char Emb

In DATNet-F, the BiLSTM units are fully shared by both resources while word
embeddings for different resources are disparate.

GRAD

In the experiment, we will investigate the performance of two different shared [SeurceCRFLayer| | selt-ttention | | Target CRF Layer |
representation architectures on different tasks and give their corresponding

. — N
recommendation. [T Shared Bidirectional LSTM _‘J

‘ Source Word Emb | ’ Shared Char CNN ‘ ‘ Target Word Emb ‘
®
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DATNet: Experiments

In this experiment, CoNLL-2003 English NER is source data, CoONLL-2002 and WNUT are target data.
Cross-domain transfer: CONLL-2003 > WNUT

Cross-language transfer: CONLL-2003 - CoNLL-2002

Improvement 3%

DATNet-P model advocates Cross-language.
2. DATNet-F model advocates Cross-domain.

Improvement 6%

Comparison with State-of-the-art Results in CoNLL and WNUT datasets (F1-score).

Mode Methods

Additional Features
POS Gazetteers Orthographic j Spanish Dutch |"WNUT-2016 WNUT-2017

CoNLL Datasets N\ —TVNUT Datasets

Gillick o7 al. [74] X X X 8259 084 1] - -
Lample et al. [4] X vV X | 85.75 81.74 | 41.77* 34.53*
Partalas et al. [67] Vv vV vV - 46.16 -
MOl}é);il]I;gIl]Jage Limsopatham et al. [68] X X Vv - - I 52.41 -
M Vineral [75] N, x | - - |I 40.42
85.53 85.55 44.96 35.20
Our Base Model x X X ks35:0.15 85244021 |44 374031 34.67+0.34
Yang et al [13] X = 8577 §5.10 17.197 30.83°
Ying et al. [35] x x 85.88 86.55 | 46.53° 40.79°
Feng ef al. [21] J X X 86.42 8839 | -
Crosslaneuage YO € @l [76] x x - | 40.78
O oms 48 Aguilar et al. [33] v x v - - - 41.86
$8.16 88.32 J 50.85 41.12
DATNet-P X X x lz7 80:£0.18 88.09+0.13 |50.41:0.32 40.52+0.38
DATNet-F X X X 53.43 42.83
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Transfer Learning Performance

. . ‘_A
* The transfer learning component in the DATNet * by 3
. . 86 48
consistently improves over the results of the base 6
model and the improvement margin is more distinct _
. . 38
when the target data ratio is lower 23—
® @ Base fosz ‘ | © Base
* Base + AT u.;ﬂv A I Y - Base + AT
m?w ® F-Transfer
72 & P-Transfer 24 | & P-Transfer
o I A--A DATNet-F 52 I | A4 DATNet-F
f— — ®—& DATNet-P | g— — | m—a DATNet-P
68 .05 0.1 0.2 0.4 0.6 1.0 16 .05 0.1 0.2 04 0.6 1.0
Target Dataset Ratio Target Dataset Ratio

Experiments on Extremely Low Resource (F1-score).

(a) CoNLL-2002 Spanish NER (b) WNUT-2016 Twitter NER

Tasks CoNLL-2002 Spanish NER

# Target sentences 10 50 100 200 500 1000
Base 21.53 42.18 48.35 63.66 68.83 76.69
+ AT 19.23 41.01 50.46 64.83 70.85 7791
+ P-Transfer 29.78 61.09 64.78 66.54 72.94 78.49

* DATNet-F outperforms DATNet-P on cross-language transfer
+ F-Transfer 39126300 63366639 _72.88 _78.04 i X
DATNet-P 3952 6257 64.05[68.95 75.19 79.46 | when the target resource is extremely low, however, this results

TDAINC"F 44.52 6389 66'57 68}35 74.24 7856 are reversed when the target dataset size is large enough (i.e.,
asKs - witter

# Target sentences 10 50 100 200 500 1000 more than 100 sentences);

Base 380 1407 17.99 2620 31.78 36.99 . : -
AT 13 16T 1843 963 3568 4169 * DATNet-F is generally superior to DATNet-P on cross-domain
+ P-Transfer 771 16.17 2043 2920 3490 41.0 transfer.

+ F-Transfer 1526 20.04 26.60 3222 3835 44.81

IDATNet-P 904 1709 2539 30.71 3605 4230

DATNet-F 1714 2259 2841 3248 3920 455 |




Resource Data Imbalance I_ —

Generalized Resource-Adversarial Discriminator (GRAD)

GRAD takes self-attention output and computes the resource
label. Its loss is defined as

{GRAD = — Z{L’ED

+ Hepg(1 — a7 log(1 —r:)}

e loss contribution from high

’ Source CRF Layer l Self-Attention l l Target CRF Layer l

m
O/;I( 1 — TZ.)’Y log ri Source Bi-LSTM ‘ Shared Bi-LSTM Target Bi-LSTM

m
mis a weighting factor
and low resource.

’ Source Word Emb l I Shared Char CNN ‘ ’ Target Word Emb ‘

Resource
Data
Imbalance. ® /@ ® | Shared Char Emb |
@
@ @
o® o ® o 01 015 02 025 03 035 04 045 05 055 06 065 07 075 08
.. ] @ Ratio CoNLL-2002 Spanish NER
® & p=0.1 7837 7863 7870 7832 77.96 71.92 77.88 7178 71.85 7190 71.65 71.57 7138 7749 77.29
° ® p=0.2 8099 8171 8218 81.57 8153 8155 81.44 8125 81.32 81.16 81.02 81.16 80.63 80.79 80.54
p=0.4 876 8373 8418 8448 8426 84.12 8354 8340 83.52 8418 8342 8347 83.28 8333 83.19
@ p=0.6 8518 8524 8585 8568 8584 8610 8571 8574 8542 8560 8520 8540 8526 8524 84.98
Avency £ Table 5: Analysis of Discriminator Weight o in GRAD with Varying Data Ratio p (F1-score).
gency for

Science, Technology
and Research

SINGAPORE [1]Focal Loss for Dense Object Detection, ICCV 2017 8



Resource Data Imbalance

Generalized Resource-Adversarial Discrifrnirﬁtor (GRAD)
{GRAD = — Z{IiEDs(X(l ) ']log T

+ IzEDT 1 - ozir_llog 1- 7"2)}

[(— — rl)y (or ry).]:ontrols the loss contribution from |nd|V|duaI samples by measuring the discrepancy between prediction and true
label (easy samples have smaller contribution).
* For the sample from the high resource Dy, its corresponding loss term is I;jep (1 —1;)¥logr;, where the controlling factor
(1 — r;)Y is inverse proportion to r;. In other words, r; — 1, this well-classified sample is down-weighted due to (1 — ;)" goes
to 0. As ¥ increases, the approaching speed increases. In this case, for sample from high resource data, a large y is preferred.

* On the contrary, for the sample from low resource data, a small y is preferred.

1.01
— y=00
0.8
0.6/
>
o
0.41
0.2
0.01+ - i : ; ; 0t L : : : :
0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
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Ablation Study of GRAD

Quantitative Performance Comparison between Models with
Different Components.

Model Fl-score Model F1-score
) ) . CoNLL-2002 Spanish NER
This experiment reports the quantitative performance ;¢ 3535 +AI3F 3612
comparison between models with different components. +P-T (no AD)  86.15  +AT +P-T (no AD)  86.90
+F-T (no AD) 8546  +AT +F-T (no AD)  86.17
+P-T (AD) 86.32 | +AT +P-T (AD) 87.19
.. +F-T (AD) 85.58 | +AT +F-T (AD) 86.38
1. GRAD shows the stable superiority over the normal AD | p (GRAD) 8693 | DATNet-P 3816
regardless of other components. +F-T (GRAD) 8591 | DATNet-F 87.04
WNUT-2016 Twitter NER
Base 4437  +AT 47.41

+P-T (no AD) 4766  +AT +P-T (no AD)  48.44
+F-T (no AD) 4979  +AT +F-T (no AD)  50.93

89.0 +P-T (AD) 48.14 +AT +P-T (AD) 49.41
’ T A +F-T (AD) 50.48 +AT +F-T (AD) 51.84

88.5 DATNet-F +P-T (GRAD) 4891 | DATNet-P 50.85

880 ¢ DATNet-P +F-T (GRAD) 5131 | DATNet-F 53.43
;\? I " AT: Adversarial Training; P-T: P-Transfer; F-T: F-Transfer; AD: Adversar-
875 ial Discriminator; GRAD: Generalized Resource-Adversarial Discriminator.
: ¥
S 87.0 I
3865 I I I
B

86.0 + }: . . .

655 The recommendation of Yy = 2 for GRAD in practical use.

85.0 0.0 1.0 2.0 3.0 4.0 5.0

. Analysis of v in GRAD on C{)NLL-ZOOZ Spanish NER. 10



DATNet: Feature Visualization

The visualization of extracted features from shared bidirectional-LSTM layer. The left, middle, and right figures
show the results when no Adversarial Discriminator (AD), AD, and GRAD is performed, respectively. Red points
correspond to the source CoNLL-2003 English examples, and blue points correspond to the target CoNLL-2002
Spanish examples.

GRAD in DATNet makes the distribution of extracted features from the source and target datasets much more
similar by considering the data imbalance, which indicates that the outputs of BiLSTM are resource-invariant.
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DATNet: Adversarial Training (AT)

Adversarial samples are widely incorporated into training to improve the GRAD
generalization and robustness of the model, which is called adversarial training.

It emerges as a powerful regularization tool to stabilize training and enable the | Source CRF Laver Self-Attention | Target CRF Laver‘

model to escape from the local minimum.
Gradlent Reversal conca

an adversarial sample is built by adding the original sample with a perturbation | ¢/ = B oM Shmd B-LSTM | Target Bi-LSTM
bounded by a small norm € to maximize the loss function as '

Ny = arg max {((O;x+n)
n:|Inll2<e —_

where 0 is the current model parameters set. 17 is estimated by l

, where g = V/{(O;x)

Source Word Emb | Shared Char CNN | Target Word Emb
— e
(=)

I Shared Char Emb |

Nx = €
gl

Agency for
Science, Technology
and Research
SINGAPORE 12



DATNet: Experiments Ablation Study

The aforementioned results show AT helps to enhance Analysis of Maximum I;e?urbalt:i?n ewp in AT with Varying Data
the overall performance by adding perturbations into atio p (F1-score).

) ) - _ Ewp 10 30 50 70 90
inputs with the fimit of € = 5. Ratio CoNLL-2002 Spanish NER
p=01 7590 76.23 7738 77.77 78.13
This experiment indicates that less training data require p=02 8154 8165 8132 8181 81.68
a larger € to prevent over-fitting, which further p=04 8362 8383 8343 8399 8340
validates the necessity of AT in the case of low resource p=06 8444 8447 8472 84.04 84.05

data.
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