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What is Relation Extraction (RE)?

An Example in TACRED Dataset (Sentence-level RE)

Sentence: Edsel Ford, the only child of Henry Ford, died in New York

Entity types: PERSON/PERSON

Relation: per:parents

Given two entities and a piece of text where the two entities are mentioned in, the task of RE is 
to predict the semantic relation between the two entities.

• For sentence-level RE, the context is a single sentence
• For dialogue-level RE, the context is a dialogue
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Motivation

An Example in DialogRE Dataset (Dialogue-level Relation Extraction)

When the given text is long, it is challenging to identify indicative words for the
relation prediction.

S1: Hey Pheebs. 

S2: Hey! 

S1: Any sign of your brother? 

S2: No, but he’s always late. 
S1: I thought you only met him once? 

S2: Yeah, I did. I think it sounds y’know big 
sistery, y’know, ‘Frank’s always late.’

S1: Well relax, he’ll be here..

Argument pair Trigger Relation type

R1 (Frank, S2) brother per:siblings

R2 (S2, Frank) brother per:siblings

R3 (S2, Pheebs) none per:alternate names

R4 (S1, Pheebs) none unanswerab
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Related Work

RNN-based Relation Extraction
e.g. LSTM, PA-LSTM, SA-LSTM

Graph-based Relation Extraction
e.g. C-GCN, C-AGGCN, LST-AGCN
Ø Difference: 1) Our graph is a latent multi-view graph; 2) We focus on refining this graph.

BERT-based Relation Extraction
e.g. BERT, BERTs, SpanBERT
Ø Difference: 1) our multi-view graph is built on top of token representations by BERT.
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Preliminary

Multi-View Graph
Ø In a multi-view graph, there exist multiple edges

between a pair of nodes, each edge from one view.
Ø Formally, we represent a multi-view graph as 𝐺 =

(𝑉, 𝐴!, 𝐴", … , 𝐴#) , where 𝑉 is the set of nodes, 𝐴
is an adjacent matrix, and 𝑁 is the number of
views.

Problem Formulation

Ø Input: a text sequence 𝑋 = 𝑥!, 𝑥", … , 𝑥$ , and two entities 𝑋% = 𝑥% , 𝑥%&!, … , 𝑥%&'(! and 𝑋) =
𝑥) , 𝑥)&!, … , 𝑥)&*(! .

Ø Output: relation 𝑟 ∈ 𝑅 between 𝑋% and 𝑋) .
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GDPNet: Overview
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GDPNet: BERT Module
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Ø Input: Given a sequence 𝑋 with 𝑇 tokens, we

map 𝑋 to a BERT input sequence 𝑋+*,-. =
𝑥/, 𝑥!, 𝑥", … , 𝑥$&! . Here, 𝑥/ denotes the

``[CLS]'' token whi.ch represents the start of
sequence 𝑋 , and 𝑥$&! is the ``[SEP]'' token
which represents the end of the sequence.

Ø Output: The corresponding token
representations from BERT are denoted by
H = ℎ/, ℎ!, ℎ", … , ℎ$&!
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GDPNet: Graph Module
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Graph Module

Ø Input: Token representations from BERT H = ℎ!, ℎ", … , ℎ$&! .

Ø Output: Final task-specific graph 𝑉
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GDPNet: Graph Module  --Gaussian Graph Generator 
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How: Following previous work, we use Gaussian Distribution and KL divergence to model asymmetric 
relations between two arbitrary tokens.

Why: The purpose of the multi-view graph is to capture all possible relations between tokens, so we
encourage message propagation between token representations with large semantic differences.

https://dl.acm.org/doi/10.1145/2806416.2806502
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GDPNet: Graph Module  --DTWPool
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Why do we use Graph Pooling? Graph Pooling is to obtain a task-specific graph from a large graph with sparse 
informative tokens (nodes).
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GDPNet: Graph Module  --DTWPool
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Why do we use DTWPool? After initialization, the latent multi-view graph is very large, if the input sequence 
is long. It is difficult for the RE model to focus on the indicative tokens for relation prediction.

How do we use DTWPool? DTWloss is integrated into our model to preserve the nodes adaptively when we 
delete a number of nodes in a large graph.
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Experiments: Dialogue-level Relation Extraction

Ø Dataset
§ DialogRE is the first human-annotated dialogue-level RE dataset.

Ø Baseline Models and Experimental Setup
§ BERTs: speaker-aware modification of BERT, and it achieves best

performance on dialogue-level Relation Extraction.
§ We also include popular baseline models: CNN, LSTM, BiLSTM and BERT

models.
§ We use the same input format and hyperparameter settings as in BERTs.
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Experiments: Dialogue-level Relation Extraction

Ø Results on DialogRE

GDPNet achieves the best performance on dialogue-level RE.
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Experiments: Dialogue-level Relation Extraction

Ø Ablation Study

Ablation study shows the effectiveness of the two main components in GDPNet, 
i.e., Gaussian Graph Generator and Dynamic Time Warping Pooling. 
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Experiments: Sentence-level Relation Extraction

Ø Dataset
§ TACRED is a widely used large-scale sentence-level relation extraction dataset.
§ TACRED-Revisit dataset, released recently, corrects the wrong labels in the

development and test sets of TACRED.

Ø Baseline Models and Experimental Setup
§ SpanBERT is the best performing sentence-level Relation Extraction model

without incorporating any external knowledge and parser.
§ We also include RNN- and graph-based models.
§ We use the same input format and hyperparameter settings as in SpanBERT.
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Experiments: Sentence-level Relation Extraction

Ø Results on TACRED

Without external resources, GDPNet achieves comparable performance with
the state-of-the-arts on TACRED, and better results on TACRED-Revisit.
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Experiments: Sentence-level Relation Extraction

Quantitative Analysis

DialogRE provides manually annotated trigger tokens that are indicative to
the relation type. DTWPool selects 32.1% of trigger tokens, given that only
15.6% of tokens are selected among all tokens.
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Ø We propose GDPNet for relation extraction. GDPNet is designed to find indicative words from
long sequences (e.g. dialogues) for effective relation extraction.

Ø GDPNet achieves the best performance on dialogue-level RE and comparable performance on
sentence-level RE.

Ø We show there is a great potential of this mechanism in dealing with long sequences.

Ø To evaluate the effectiveness of this mechanism on other tasks is part of our future work.

Conclusion



Thank You!

Code at: https://github.com/XueFuzhao/GDPNet

https://github.com/XueFuzhao/GDPNet

