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Single Video Moment Retrieval (SVMR)
a.k.a., temporal sentence grounding in video

The example from TVRetrieval. 2

||

Query: Rachel explains to her dad on the phone 
why she can't marry her fiancé.

00:5400:44

Video:

Target Moment

Inputs:
An untrimmed video + a language query

Outputs:
The target moment

https://tvr.cs.unc.edu/tvr_explore.html


Video Corpus Moment Retrieval (VCMR)
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SVMR VCMR

Query: The man continues to
pour more ingredients in and
then puts it on a table.

Query: The man continues to
pour more ingredients in and
then puts it on a table.

Video

Video Corpus

Timeline

𝑡!"#$" 𝑡%&'

Moment 
localization

Video 
Retrieval

Timeline

𝑡!"#$" 𝑡%&'

Moment 
localization

Input: video corpus with multiple videos, language query
Output: target moment

Input: an untrimmed video, language query
Output: target moment



Existing VCMR Approaches
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Video retrieval and moment localization

𝑽∗ denotes the target video
𝒎∗ is the target temporal moment.



Existing VCMR Approaches
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Unimodal Encoding Approach: to encode video and
text separately and learn the matching through late
feature fusion.

Pros:
High efficiency

Cons:
Low retrieval accuracy

Cross-modal Encoding Approach: to jointly encode
query words and video features by cross-modal
reasoning at fine-grained granularity.

Pros:
High retrieval accuracy

Cons:
Low efficiency



Our Solution
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Remedy the contradiction between high efficiency and high-quality retrieval in VCMR

To achieve the pros of both unimodal and cross-modal encoding approaches.

Key idea:

1. Adopt unimodal encoding approach to keep the high efficiency.

2. Adopt contrastive learning to simulate cross-modal interaction for high-quality retrieval.



Our Solution
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Key idea:
1. Adopt unimodal encoding approach to keep the high efficiency.
2. Adopt contrastive learning to simulate cross-modal interaction for high-quality retrieval.

Cross-modal Interaction
It is to highlight the relevant and
important information from both
modalities through co-attention
mechanisms.

Contrastive Learning
It is to maximize the mutual
information (MI) of positive pairs
and to minimize the MI of
negative pairs.

A pair of matching video and query is a positive pair, and a non-matching pair is a negative pair in
training.

The cross-modal interaction learning and contrastive learning share a similar objective of
emphasizing the relevant information of input pairs.



Retrieval and Localization Network with Contrastive Learning (ReLoCLNet)
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Unimodal encoding baseline: ReLoNet ReLoCLNet: ReLoNet + CL objectives



ReLoCLNet: Query Encoder
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• The textural feature extractor can be pre-trained word embeddings, e.g., GloVe, or language model, e.g.,
RoBERTa.

• Two standard transformers is used to encode the contextual representations of query: !𝑸 = $𝒒( ()*
&!+, ∈

ℝ&!×' , 𝑚 ∈ {𝑣, 𝑠}.
• The additive attention strategy is applied to aggregate the information of !𝑸 to generate modularized
query vectors 𝒒. ∈ ℝ' .



ReLoCLNet: Video Encoder
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• The co-attentional transformer encodes their cross-modal
representations as 𝑯.

/ = 𝒉.,(
/

()*

&"+, ∈ ℝ&"×' , 𝑚 ∈ {𝑣, 𝑠}.

• The encoded cross-modal representations are refined by
another transformer block: 𝑯. = 𝒉.,( ()*

&"+, ∈ ℝ&"×' .

• Visual extractor can be pre-trained
C3D or I3D model.

• Textual extractor is same as the
query encoder.

• The visual and subtitle features are
encoded parallelly.



ReLoCLNet: Video Retrieval Module
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• The video retrieval score is generated by computing the cosine similarities
between 𝑯. and 𝒒. .

• The video retrieval is trained with ranking loss (hinge loss) as:



ReLoCLNet: Moment Localization Module
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• The video-query similarity scores in moment localization module is
computed as:

• The video-query similarity scores 𝑺 ∈ ℝ&" . Then, the 1d convolutional
layers are applied to compute the start and end boundaries scores.

• The moment localization is trained with cross-entropy loss:



ReLoCLNet: Video Contrastive Learning (VideoCL) Module
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VideoCL aims to learn a joint feature space:
1. semantically related videos and queries are close to each other
2. far away otherwise.

• Compute the modularized representation of latent representations 𝐻./ as:

• Let 𝒫 = {(𝒄. , 𝒒.)} as positive pairs and𝒩 = {(𝒄./ , 𝒒./ )} as negatives



ReLoCLNet: Frame Contrastive Learning (FrameCL) Module
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• FrameCL focuses on moment localization within a given video-query pair.
• The video features that reside within boundaries of target moment as
positive samples, and the rest as negatives.

• The contrastive loss is computed by measuring MI between the query
and the positive/negative visual features:

Positive:

Negative:



Experiments
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Datasets:
• TVR dataset
• ActivityNet Captions (ANetCaps) dataset

Metric
• Recall@𝑘, where 𝑘 ∈ {1, 5, 10, 100}.
• Recall@𝑘, IoU=𝜇, where 𝑘 ∈ {1, 10, 100} and 𝜇 ∈ {0.5, 0.7}.

The definition of a correct prediction by VCMR model is that:
i. The predicted video matches the ground truth (GT) video;
ii. The predicted moment within the video has high overlap with the GT moment.

(The overlap is measured by temporal Intersection over Union, IoU)



Experiments
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Comparison of the VCMR results on 
TVR and ANetCaps datasets

XML, HERO: unimodal encoding approaches.
FLAT, HAMMER: cross-modal encoding approaches.
MCN, CAL: ranking-based approaches.

ReLoNet is comparable to the unimodal encoding
approaches, XML and HERO.

ReLoCLNet surpasses the unimodal encoding
approaches significantly, while achieves comparable
performance to the cross-modal encoding methods,
HAMMER.



Experiments
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Comparison of Retrieval efficiency on TVR dataset
The time spent on data pre-processing and feature
extraction by pre-trained extractor are not counted
since the same process applies to all methods.

The retrieval efficiency of ReLoNet and ReLoCLNet
are comparable to XML, i.e., unimodal encoding
approach.

ReLoNet and ReLoCLNet are far more efficient
than HAMMER, i.e., cross-modal encoding
approach.



Experiments
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Results of VR subtask on TVR and ANetCaps Results of SVMR subtask on TVR and ANetCaps



Experiments
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The effects of different objectives on TVR dataset (VR=Video Retrieval, ML=Moment Localization, 
VideoCL=Video Contrastive Learning, and FrameCL=Frame Contrastive Learning)

VideoCL contributes to performance improvements on both VCMR and VR, while it achieves marginal improvements on
SVMR. VideoCL is in line with video retrieval objective.

FrameCL contributes to all three tasks. FrameCL guides the model to search for boundaries of target moment for precise
moment localization.



Experiments
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Recall@1 and Recall@10 of VCMR on TVR over different IoU thresholds.

15.31 vs. 10.97

1.01 vs. 0.61

4.80 vs. 2.68

31.44 vs. 28.21



Experiments
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Visualization



Conclusion

• We analyze two common approaches for VCMR task and study their pros and cons.

• We propose a Retrieval and Localization Network with Contrastive Learning
(ReLoCLNet) for video corpus moment retrieval (VCMR) task.

• We introduce two contrastive learning objectives (VideoCL and FrameCL) on top of a
unimodal encoding approach to address the contradiction between retrieval efficiency
and retrieval quality.

• Extensive experimental studies show that ReLoCLNet addresses VCMR with high
efficiency, and its retrieval accuracy is comparable with state-of-the-art methods
which are much costly in terms of computation.
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Thank You!


